
IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 27, NO. 8, AUGUST 2017 1605

Spatiotemporal Colorization of Video
Using 3D Steerable Pyramids
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Abstract— We propose a new technique for video colorization
based on spatiotemporal color propagation in the 3D video
volume, utilizing the dominant orientation response obtained
from the steerable pyramid decomposition of the video. The
volumetric color diffusion from the sources that are marked
by scribbles occurs across spatiotemporally smooth regions, and
the prevention of leakage is facilitated by the spatiotemporal
discontinuities in the output of steerable filters, representing
the object boundaries and motion boundaries. Unlike most
existing methods, our approach dispenses with the need of motion
vectors for interframe color transfer and provides a general
framework for image and video colorization. The experimental
results establish the effectiveness of the proposed approach in
colorizing videos having different types of motion and visual
content even in the presence of occlusion, in terms of accuracy
and computational requirements.

Index Terms— 3D steerable pyramid, dominant orientation,
occlusion handling, prioritization, spatiotemporal color
propagation.

I. INTRODUCTION

COLORIZATION refers to the process of assigning mean-
ingful colors to the input monochrome image or video

sequence to produce a fully colored image or video as the
output. This process is of utmost importance in commer-
cial digital media editing since the addition of colors to a
monochrome image or video greatly improves its perceptual
quality. The term colorization was coined by Wilson Markle
in 1970 to refer to the computerized process of adding colors
to black and white movies. Since then, image colorization has
become one of the most widely explored areas of research
in the field of image processing. However, perhaps due to its
complexity and greater processing costs, video colorization
has received considerably less research attention so far and
most approaches handle video colorization by falling back
on image colorization techniques, i.e., by colorizing each
keyframe individually, followed by color transfer to other
frames, using motion vectors.

The primary objective of colorization is to generate a
3D data consisting of the intensity information and two color
channels from the given single dimensional data representing
the pixel intensities. This transformation is not unique and
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thereby colorization is, in general, an ill-posed problem. The
earliest methods of colorization were based on luminance
keying, which maps pixel intensities to color values using a
lookup table [1]. Such an approach obviously does not provide
the flexibility of mapping the same intensity value to different
colors and also fails for images with complex textures as
it ignores the texture information. Several techniques were
developed that utilize a reference color image to transfer
appropriate colors to a similar grayscale image by matching
intensity as well as texture information [2]–[6]. However, such
approaches are restrictive as they depend on the availability of
a reference color image having similar characteristics with the
given input image, do not allow the user to control the assigned
colors, and are often suitable for a specific class of images
such as cartoons [5], [6]. Further, such reference image-
based techniques often rely on a reliable segmentation of an
image, which is difficult, especially for images with complex
textures [3]. Hence, accuracy of color transfer is severely
affected by segmentation errors. All these factors led to the
emergence of scribble-based colorization techniques that allow
precise control over the color to be assigned to each region
by marking the input image with color scribbles [7]. The
colors from the scribbles are algorithmically propagated to the
noncolored pixels. A breakthrough in the field of colorization
was provided by the global optimization-based colorization
approach developed in [8], wherein the l2 norm of the differ-
ence between the color of each pixel and the weighted sum of
the colors of its neighbors is minimized in order to assign color
values to each pixel. Subsequently, other optimization-based
colorization frameworks like a mixed l0/l1 norm minimization
[9] and a hybrid scheme [10] combining the advantages of
scribble-based and example-based approaches were developed
to improve the performance of the method of [8] using fewer
scribbles. These optimization-based techniques rely on the
premise that neighboring pixels with similar intensity should
have similar color. This assumption, however, fails for textured
images. The colorization technique of [11] derives the color
of a pixel by blending the scribble colors as a weighted
sum, in which the weight assigned to a color is computed
using a minimum geodesic distance of the given pixel from
that color. A prioritized source propagation-based colorization
approach was introduced in [12], in which scribble colors
were propagated using a weighted sum approach based on
a priority measure derived from the accuracies and intensity
values of neighbors of a pixel. Since object boundaries or
edge information is not explicitly taken into account in all
the scribble-based techniques discussed so far, color leakage
across weak boundaries is inevitable. In [13], the technique
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of [12] was further developed to handle this problem by
introducing a Gaussian pyramid of gradient images for priority
computation. In this approach, larger regions with smoother
gradients are colorized first at the top level of the pyramid,
and regions near object boundaries are colorized later at lower
levels in the decreasing order of priority at each level.

Although many of the image colorization algorithms can
be readily extended to video through temporal color transfer
with the aid of motion vectors [13]–[15], very few techniques
have been developed that treat video colorization as a spa-
tiotemporal color propagation problem. Most of the conven-
tional techniques also ignore the problem of color transfer
to occluded areas of a video sequence, which cannot be
accomplished by unidirectional color transfer between frames.
The optimization-based approach of [8] is also applied for
video colorization by performing the optimization over the
3D video volume. The method, however, suffers from the
inaccuracies of optical flow-based motion vector estimation,
which is employed to determine the temporal neighborhood
of a pixel, causing color leakage across boundaries of moving
objects between frames, although such effects can be mitigated
by employing more advanced optical flow techniques that
have been proposed recently for handling large motions and
occlusion [16], [17]. In [11], the approach is extended to
video colorization by generalizing the computation of the
geodesic distances in three dimensions, with the inclusion
of the time axis. In both these techniques, occluded areas
are erroneously colored due to the unidirectional color flow.
Moreover, color bleeding persists due to lack of edge informa-
tion as already discussed. A video colorization method over
the 3D volume based on optimization in the rotation-aware
Gabor feature space was proposed in [18], which utilizes the
Gabor filtering-based framework of [19] to transform each
pixel of the video sequence to a higher dimensional feature
space, followed by adaptive clustering over the feature space
to generate connected subgraphs. Gabor flow is used to estab-
lish temporal pixel correspondences. Nevertheless, the feature
space clustering and optimization steps are computationally
intensive due to the high dimensionality of the Gabor feature
space data.

In this paper, we propose a spatiotemporal steerable
pyramid decomposition of the video sequence, which enables
us to properly accentuate the spatiotemporal edges oriented
at any arbitrary angle. On the contrary, the limitation of the
Gaussian pyramid of orthogonal gradients lies in the fact
that it is capable of strongly highlighting only horizontal and
vertical edges, but fails to significantly enhance weak angular
edges. We adopt the prioritized source propagation approach
of [13] to reliably propagate colors of the scribbles to the
other parts of the video. Since the priorities in our work
are based on the steerable pyramid obtained from the video
volume, the possibility of color leakage across weak edges
is effectively eliminated. Linear filters oriented in space-time
were applied to extract motion information in the form of
oriented spatiotemporal energy in [20], which made steerable
filters a useful tool for motion analysis. Subsequently,
spatiotemporal steerable pyramids were employed in several
important applications such as visual tracking [21] and action

recognition [22], [23]. In the spatial domain, steerable pyramid
serves as an efficient texture descriptor as explored in [24].
Thus, spatiotemporal steerable pyramid can be exploited
to yield a robust descriptor of motion as well as texture,
which makes it potentially useful for video colorization. Our
approach takes both motion as well as texture into account
through a novel usage of the spatiotemporal edges of the
pyramid, which allows accurate colors to be propagated within
the video volume, thereby avoiding the inaccuracies inherent
in motion vector estimation and the additional computational
burden of color refinement. In effect, colors are allowed to
diffuse outward in a 3D volume from the source pixels to
similar regions present in the entire volume. Color diffusion
to dissimilar regions in the 3D space is prevented by the
barriers provided by spatiotemporal edges in the 3D pyramid.
Our approach also effectively handles occlusion by forward
and backward color propagation within the video volume.
The principal contributions made in this paper are as follows:

1) a technique for spatiotemporal color propagation over
the entire video volume;

2) temporal color transfer among video frames without
relying on motion vector estimation;

3) a strategy for efficient occlusion handling using
bidirectional color propagation;

4) a generalized framework that supports both image and
video colorization.

These points will be further elaborated in the remaining
sections. The organization of the rest of this paper is as
follows. Section II provides a brief overview of our coloriza-
tion framework. Section III formally describes the proposed
colorization algorithm. Section IV presents the experimental
results obtained by applying the proposed approach for the
colorization of several videos and images. Section V describes
our segmentation and recolorization process. Finally, the con-
clusion is drawn in Section VI.

II. OVERVIEW OF METHODOLOGY

The video colorization approach developed in this paper
propagates color spatiotemporally over the entire video
volume, exploiting the motion cues and intensity dissimilarity
cues obtained from the steerable pyramid decomposition of the
video. In contrast to the existing video colorization techniques,
this approach eliminates the necessity of sequentially coloring
the video frames by transferring colors from the keyframes
with the help of motion vectors. Motion vector estimation is
often error prone due to the global intensity fluctuations among
different frames of the same video shot. Thus, by dispensing
with the usage of motion vectors, our technique not only
avoids the color artifacts arising due to inaccuracies of motion
vectors, but also alleviates the additional computational cost
of motion vector estimation, making it fast and robust to
cross frame color artifacts.

Faithful colorization of the occluded areas in a video
sequence is an intriguing challenge that has received little
attention so far. In conventional video colorization techniques
that unidirectionally propagate colors from a keyframe to the
subsequent frames, the occluded areas incur colorization errors
since they do not have a correspondence with the keyframe
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Fig. 1. Block diagram showing steps of the colorization approach.

Fig. 2. Three-level pyramid illustrating level-by-level color propagation for
a video volume of size M × N × T .

from which they receive the color from. In the proposed
technique, each frame of the video sequence receives its color
simultaneously from two keyframes: one that lies ahead of
it in time, and is referred to as the forward keyframe, and
the other that lies behind it in time, and is referred to as
the backward keyframe. Regions of a given frame that were
covered in the backward keyframe will be uncovered in the
forward keyframe, and vice versa. Thus, every pixel in any
intermediate frame will have a correspondence with at least
one of the keyframes, and hence all occluded regions of the
intermediate frames can be faithfully colorized.

The processing stages of the proposed technique are
illustrated with the help of Fig. 1. Color scribbles are marked
by the user on the selected keyframes. A steerable pyramid is
then constructed using the outputs of a bank of steerable filters,
steered to a specified number of orientations. At each level of
the pyramid, the dominant orientation response is considered
at each pixel in order to perfectly capture all the spatiotemporal
edges having different angular orientations. At each pyramid
level except the bottom, pixels are assigned priorities accord-
ing to its dominant orientation response and accuracies of spa-
tiotemporal neighbors. Starting with the topmost level of the
pyramid, colorization proceeds in the decreasing order of pri-
orities. In this process, color propagation takes place to large
spatiotemporally smooth regions first at the top level of the
pyramid. Regions at or near spatiotemporal edges are colorized
later while processing the subsequent pyramid levels. Fig. 2
depicts this pyramidal colorization scheme. The approach
suppresses color leakages across weak spatiotemporal edges
having all possible angular orientations, which are inherent
in any video sequence. Since object boundaries as well as
motion boundaries manifest themselves as spatiotemporal
edges, intra-frame leakage across object boundaries as well as
inter-frame leakage due to motion is effectively suppressed.

III. PROPOSED ALGORITHM

The input to the algorithm is a shot of a grayscale video
sequence V of size M × N × T , where each frame is of

size M × N and T is the number of frames in the shot.
First of all, keyframe selection is performed as described
in Appendix B. The user scribbles the desired colors on
a few keyframes, which form a small subset of the total
frames. The first and last frames of V are always taken as
keyframes to ensure bidirectional color propagation to every
frame. There can be any number of keyframes between the
first and last frames depending on the video content. This
algorithm uses the YIQ color space, although YUV or YCbCr
color spaces can also be used [11]. However, other color
spaces like HSV (hue saturation value) give rise to visible
color distortion due to its highly nonlinear relationship to the
RGB (Red Green Blue) space [25], [26]. Let v be a pixel
at location (x, y, t) in the video clip, where x and y are the
spatial coordinates and t is the frame number. The luminance
of pixel v is denoted by Y (v) and its color information is given
by the vector C(v) = [I (v) Q(v)]. The color accuracy of a
pixel is defined as

a(v) =
{

1, if I (v) �= 0 or Q(v) �= 0

0, otherwise.
(1)

Thus, initially only the pixels that correspond to the user’s
scribbles have accuracy 1, and all other pixels have accuracy 0.
As soon as a pixel is colorized, its accuracy is updated to 1.
Such pixels having accuracy 1 are regarded as color sources
for colorization of the remaining pixels at later stages of the
colorization process.

A. Construction of Steerable Filters

The steerable pyramid decomposition of the video is per-
formed in order to identify the spatiotemporal smoothness of
regions within the video volume, which are used to assign
priorities in the subsequent stages. An architecture for con-
struction of steerable filters in 2D was put forth in [27].
Extending this architecture to three dimensions, the detailed
construction of 3D separable steerable filters is presented
in [28], in which it is assumed that the functions to be
steered have an axis of rotational symmetry, which point along
the direction cosines α, β, and γ on being rotated by a
transformation �, and can be written in the form

f �(x, y, t) = W (r)PJ (x ′) (2)

where r = (x2 + y2 + t2)1/2, W (r) is a spherically symmetric
windowing function, x ′ = αx + βy + γ t , and PJ (x ′) is a
J th degree polynomial in x ′.

In order to steer f �(x, y, t) along any arbitrary direction
given by the general transformation �, a set of basis functions
f � j (x, y, t) having direction cosines α j , β j , and γ j have
to be linearly combined according to the steering equation
given by

f �(x, y, t) =
K∑

j=1

k j (α, β, γ ) f � j (x, y, t) (3)

where k j (α, β, γ ) are the orientation-dependent steering
coefficients. Equation (3) holds if and only if [27], [28]
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Fig. 3. Basis filters of G2 and their responses. Top row: a temporal slice of
each of the six basis filter at t = 6. Bottom row: the corresponding temporal
slice of the 3D outputs for ten frames of the Foreman sequence.

K ≥ (J + 1)(J + 2)/2, and k j (α, β, γ ) satisfies
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⎛
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k1(α, β, γ )
k2(α, β, γ )
k3(α, β, γ )

...
kK (α, β, γ )

⎞
⎟⎟⎟⎟⎟⎠. (4)

In this paper, we consider the second derivative of Gaussian
G2(x, y, t) and its Hilbert transform H2(x, y, t) to form a
quadrature pair of steerable functions. The 3D Gaussian-like
function is given by

G(x, y, t) = e−(x2+y2+t2). (5)

The second derivative of Gaussian with respect to x and its
Hilbert transform are given by [28]

G2(x, y, t) = (4x2 − 2)e−(x2+y2+t2)

H2(x, y, t) = (−2.254x + x3)e−(x2+y2+t2). (6)

It can be easily established that the functions in (6) are of
the form of (2), i.e., they can be expressed as a J th degree
polynomial times a spherically symmetric windowing func-
tion. According to (4), for G2, J = 2, so six basis functions
are required, whereas for H2, J = 3, and hence ten basis
functions are required. The procedure for obtaining the basis
functions and the corresponding steering coefficients is elab-
orated in [28]. The orientation of the filters is sampled by
representing the direction cosines of the axis of symmetry in
terms of spherical coordinates (θ, φ, ρ = 1) as

α = cos(θ) sin(φ)

β = sin(θ) sin(φ)

γ = cos(φ). (7)

Thus, by changing the values of θ and φ, the filter can be
steered to any desired orientation. The steerable filters used
in this work are based on Tables IV–IX. The basis filters for
both inphase and quadrature phase and their outputs are shown
in Figs. 3 and 4.

B. Dominant Orientation Response Using Steerable Pyramid

At the bottom level of the pyramid, for each orientation,
the video volume is convolved with each of the basis filters
and their outputs are linearly combined using the steering
coefficients for that particular orientation. Thus, for each
orientation, a complex 3D filter response is obtained due to the
quadrature pair of steerable filters, where G2 forms the real
part and H2 forms the imaginary part of the filter response.
In order to build the subsequent levels of the pyramid, the
input video volume is passed through a 3D low-pass filter and
downsampled by a factor of 2 both vertically and horizon-
tally. However, there is no downsampling along the temporal
dimension. This is because the sampling density along the
temporal dimension is normally much less than the spatial
sampling density (usually, the number of frames in a video
shot is less than the vertical and horizontal dimensions of each
frame) due to which temporally adjacent pixels are relatively
less correlated compared with spatially adjacent pixels.

The response of the steerable filters for each orientation
is strong for those spatiotemporal edges which have that
particular orientation. Thus, if the orientations are sampled at
sufficiently close intervals, all edges will have strong response
along some orientation. The orientation along which the filter
response is maximum for any spatiotemporal edge is called
the dominant orientation for that edge. Thus, in order to get
a measure of the spatiotemporal smoothness, we consider the
filter response at the dominant orientation for each pixel in
the video. Let the filter response be taken along a total of
O orientations. Then the complex output of the filter at the
bottom level l = 0 of the pyramid at pixel v0 is given by

X (v0) = [X1(v0) X2(v0) · · · Xi (v0) · · · X O(v0)] (8)

in which each Xi represents the complex filter output at the
i th orientation and is of size M × N × T . Then, the level 0
of the pyramid at v0 is constructed as follows:
P0(v0) = max

i
[|X1(v0)| |X2(v0)| · · · |Xi (v0)| · · · |X O(v0)|]

(9)

where |Xi (v0)| stands for the absolute value of the complex
filter response at the i th orientation at pixel v0. Thus, P0 will
be of size M × N × T . To construct an L-level pyramid, the
video input to the adjacent lower level is passed through a 3D
low-pass filter and spatially downsampled by a factor of 2.
It is then used as the input to the quadrature pair of steerable
filters, steered to the O different orientations, and the same
procedure of finding the response at the dominant orientation
for each pixel of the reduced video volume is repeated.
So, P1 the level 1 of the pyramid will have size M/2×N/2×T ,
and for each higher level up to L − 1, the spatial dimensions
of the level will be reduced by a factor of 2 compared with the
previous level. Thereby, the size of Pl , the pyramid at level l
is M/2l × N/2l ×T , and pixel vl(x, y, t) in Pl relates to pixel
vl−1 = (2x, 2y, t) in Pl−1 due to the spatial subsampling.
Fig. 5 summarizes the pyramid construction. It should be noted
that some pixels are likely to have multiple orientations, such
as those at corners or junctions, where edges having two or
more different orientations meet (e.g., the center of a cross);
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Fig. 4. Basis filters of H2 and their responses. Top row: a temporal slice of each of the ten 3D basis filters at t = 6. Bottom row: the corresponding temporal
slice of the 3D outputs for ten frames of the Foreman sequence.

Fig. 5. Block schematic of steerable pyramid decomposition.

Fig. 6. Temporal slice of a three-level pyramid at t = 6. (a) l = 0. (b) l = 1.
(c) l = 2.

hence, at these pixels, steerable filtering would give rise to a
maximum at more than one orientation. For such pixels, we
simply take the filter response at the first maximum as the
dominant orientation response, although the response at any
maxima can be chosen, as the value of the orientation itself
is immaterial for our purpose. For the analysis of multiple
orientations, a filter having higher angular resolution such as
the fourth derivative of Gaussian would be a more appropriate
choice. Since our interest lies in merely obtaining a strong
filter response at all points at which there is a spatiotemporal
discontinuity, using G2−H2 quadrature pair is sufficient. Fig. 6
shows the temporal slices of a three-level 3D pyramid.

To further enhance the weak spatiotemporal edges relative
to the stronger ones, we perform histogram equalization of
each temporal slice of the normalized dominant orientation
responses at each level [1]. The significance of this step is
evident from Fig. 7. It can be seen that histogram equalization
substantially enhances even the faintest angular edges detected
by the steerable filters and thus effectively prevents color
leakage.

To illustrate the significance of using spatiotemporal
3D pyramids in capturing weak angular edges, we compare its

Fig. 7. Effect of histogram equalization. (a) Temporal slice of a three-level
pyramid at t = 6. (b) Histogram equalization of (a). (c) Colorized frame
of the Foreman sequence without histogram equalization. (d) Corresponding
colorized frame with histogram equalization.

Fig. 8. Comparison of colorization performance obtained using Canny edge
detector and dominant orientation response of steerable pyramid. (a) Canny
edge response with threshold 0.02. (b) Dominant orientation response at
level 0. (c) Colorization with result of (a). (d) Colorization with result of (b).

colorization performance with that obtained using the Canny
edge detector in Fig. 8. It is apparent from Fig. 8 that even
with a dense edge map obtained with a very small value of
threshold, there is still substantial color leakage due to broken
edges. On the other hand, the result obtained using dominant
orientation response of steerable filters is free from leakage.

C. Prioritization

Each nonsource pixel in the video volume is assigned a
priority at each level of the pyramid. Color propagation from
source pixels to nonsource pixels takes place in the decreasing
order of priorities. At the pyramid level l, Pl(vl) represents the
smoothness of the spatiotemporal region Rl(vl) given by

Rl(vl)=
{

�((x, y, t), 1 × 1 × 1) if l = 0

�((2l x, 2l y, t), (2l + 1) × (2l + 1) × 3) if l ≥ 1.

(10)

Here, �((x, y, t), m × n × τ ) is the m × n × τ spatiotem-
poral neighborhood centered around the pixel (x, y, t) of



1610 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 27, NO. 8, AUGUST 2017

the video. The augmented region Sl(vl), which includes the
region Rl(vl), is given by

Sl(vl)=
{

�((x, y, t), 3 × 3 × 3) if l = 0

�((2l x, 2l y, t), (2l + 3)×(2l + 3)× 3) if l ≥ 1.

(11)

It is to be noted that unlike the spatial dimensions, the size
of the regions Rl(vl) as well as Sl(vl) does not increase in
the temporal dimension as the level number l increases since
the pyramid construction involves no subsampling along the
temporal dimension. Following the same reasoning, both the
temporal neighborhoods Rl(vl) and Sl(vl) of pixel vl(x, y, t)
are simply the three frame neighborhoods spanning the pre-
vious frame at t − 1, the current frame at t , and the next
frame at t + 1. The computation of priorities is done over the
augmented region Sl(vl). We follow the approach of [13] to
define the priorities for each pixel of the 3D video volume as

μl(vl) =

⎧⎪⎪⎨
⎪⎪⎩

∑
u∈S0(v0)

a(u)wv0,u if l = 0

∑
u∈Sl (vl )

a(u)e−ζ Pl (vl ) if l ≥ 1.
(12)

At level 0, intuitively, a higher priority should be assigned
to a pixel if its neighbors have higher accuracy and similar
intensity values. In this regard, wv0,u forms a measure of
intensity similarity of pixel v0 with its neighbor u and is
given by

wv0,u = e−ζ |Y (v0)−Y (u)|. (13)

The accuracy value of each neighbor is weighted by this
intensity similarity measure for the corresponding neighbor
and summed over the spatiotemporal augmented neighbor-
hood S0(v0) to give the pixel priorities for level 0. Here, the
parameter ζ controls the exponential weights in (12) and (13).

For level l ≥ 0, pixel vl of the video volume is assigned
a higher priority if the augmented region Sl contains more
source pixels and Pl(vl), the magnitude of the lth level of the
pyramid at vl is smaller, which implies greater spatiotemporal
smoothness of the region Rl(vl).

D. Spatiotemporal Color Propagation

The colorization process proceeds from the top level toward
the bottom level of the 3D pyramid. In this approach, the
largest and spatiotemporally smoothest regions are colorized
first at the topmost level of the pyramid, followed by the
comparatively less smooth regions at the subsequent levels in
the decreasing order of priorities at each level. At the bottom
level, pixels that are at or very close to spatiotemporal edges or
object boundaries are colorized. Initially, the pixel having the
highest priority μL−1(vL−1) at the topmost level L − 1 of the
pyramid is chosen. This corresponds to the region RL−1(vL−1)
as described in Section III-C. Therefore, for l = L − 1, each
nonsource pixel u ∈ Rl(vl) is assigned color according to the
colors of the source pixels present in the augmented region
Sl(vl) as follows:

C(u) = 1

σ

∑
z∈Sl (vl )

a(z)wu,zC(z). (14)

Fig. 9. Colored boxes showing the spatial dimensions of the window Ul (vl )
relative to the sizes of regions Rl(vl ) and Sl (vl) for l = 2.

Here, σ = ∑
z∈Sl (vl )

a(z)wu,z is a normalizing factor, and
wu,z is defined as in (13). As soon as pixel u is colorized, its
accuracy a(u) is updated to 1, and its priority is set to 0, i.e.,
u now becomes a source pixel. After colorizing all nonsource
pixels in Rl(vl), the priorities of all those pixels in the vicinity
whose priorities get affected by the colorization of pixels in the
window Rl(vl) are updated. At the higher level of the pyramid,
the region over which priority is updated corresponds to the
spatiotemporal patch of the video defined as

Ul(vl) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

�((x, y, t), 3 × 3 × 3) if l = 0

�

(
(2l x, 2l y, t),

(
2

(⌊
2l +1

2

⌋
+

⌊
2l +3

2

⌋)
+1

)

×
(

2

(⌊
2l + 1

2

⌋
+

⌊
2l + 3

2

⌋)
+ 1

)
× 3

)
if l ≥ 1.

(15)

The size of the update window Ul(vl) is dependent on
the sizes of the regions Rl(vl) and Sl(vl) as illustrated by
Fig. 9, which pictorially depicts the spatial sizes of all the three
windows for l = 2. The priorities of the farthest pixels that are
affected by the colorization of region Rl(vl) are due to four
corner pixels of Rl(vl). The corner pixel marked by yellow
is situated at a distance of half the size of the region Rl(vl)
from the central pixel shown in blue, and it can affect the
priorities of pixels within a maximum distance of half the size
of the priority computation window Sl(vl) both horizontally
and vertically. The priority update then takes place according
to (12) for all pixels u, which map to the region Ul(vl). Then,
the pixel having the next highest priority at level l = L − 1
is chosen, and the corresponding region is colorized. This
iterative process continues until the priority becomes less than
a threshold δ. Then, we move on to the next level l = L − 2
and repeat the above process of colorization in decreasing
order of priority. In this way, we move down the levels of
the pyramid, gradually colorizing regions of lesser and lesser
spatiotemporal smoothness toward the lower levels. At level
l = 0, colorization continues until all the pixels in the entire
video volume are colorized. It is to be noted that for t = 1
or t = T , i.e., at the temporal boundaries of a video shot,
the temporal dimensions of the windows Rl(vl), Sl(vl), and
Ul(vl) have to be taken as 2, encompassing the first frame or
the T th frame and its immediate neighboring frame.

This process automatically suppresses color leakage across
object boundaries within a frame as well as motion boundaries
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Fig. 10. Colorization of the Foreman sequence. (a) Scribbled backward keyframe. (b) and (c) Intermediate grayscale frames. (d) Scribbled forward keyframe.
(e)–(h) Left to right: colorization results of [8], [11], [13], and the proposed approach. (i)–(l) Top to bottom: enlarged parts of the 121th frame shown by the
boxes outlined in the corresponding colors for [8], [11], [13], and the proposed approach.

between frames, since these correspond to spatiotemporal
edges, which are colorized last, at the finest level. Moreover,
the use of dominant orientation responses of steerable filters
effectively suppresses the problem of leakage across very faint
edges. Further, color propagation from source pixels present in
both the forward and backward keyframes effectively counters
the occlusion problem as discussed earlier.

E. Image Colorization

We consider image colorization as a special case of video
colorization. Specifically, when the number of frames T = 1,
video colorization reduces to an image colorization problem.
Thus, an image can be treated as a video having a single frame.
Now, size of V becomes M×N ×1, and the location of pixel v
is given by (x, y, 1). The user scribbles the desired colors on
the image. The image is subjected to steerable filtering using a
temporal slice of the 3D steerable filters. In this way, 3D filters
are used for image filtering to keep the framework consistent
for both video and image colorization and to avoid the design
of additional 2D filters for images. The dominant orientation
response of the steerable filter at each level now represents
the spatial smoothness instead of spatiotemporal smoothness,
and thereafter, pyramids are constructed in an identical fashion
to that of the video pyramids. The colorization process also
proceeds identically. Again, the spatiotemporal neighborhoods
Rl(vl) and Sl(vl) defined by (10) and (11), respectively, reduce
to spatial neighborhoods, and colorization takes place in the
decreasing order of priorities at each level. Using (14), the
color of a pixel u is obtained from the color of the source
pixels present in its spatial neighborhood Sl(vl).

IV. EXPERIMENTAL RESULTS

In order to experimentally evaluate the performance of
our algorithm, we use 13 tap basis filters to construct the
3D steerable filters. The complex filters are designed in accor-
dance with Tables IV–IX, which provide the tap coefficients
of the 1D filters that are used to construct the separable
quadrature pair of basis filters, along with the steering coef-
ficient for each basis. The dominant orientation response
is found from the output of the steerable filters steered to
90 different orientations by uniformly varying θ and φ in the
3D space. These many orientations are found to be sufficient
to adequately capture the motion and texture information
manifested by spatiotemporal edges for most of the video
sequences encountered in practice.

For our experiments, we have taken L = 3, i.e., the
dominant orientation response is used to build a three-level
pyramid. The parameter ζ is experimentally set to 50 in our
work, and the threshold δ is set to 0.1.

A. Video Colorization

We present the performance of the proposed algorithm for
different types of motion such as translational, zoom, and
affine motion, even in the presence of occlusion.1 Fig. 10
compares the colorization performance of the proposed
approach with that of [8], [11], and [13] for the Foreman
sequence having affine motion in the form of rotation.

1Results of video colorization and recolorization are available at
https://goo.gl/57dGhm.
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Fig. 11. Colorization of the Flower sequence. (a) Scribbled backward keyframe. (b) and (c) Intermediate grayscale frames. (d) Scribbled forward keyframes.
(e)–(h) From left to right: colorization results of [8], [11], [13], and the proposed approach. Note that the areas of the 37th frame, which were occluded by
the tree in the backward keyframe, as shown by the boxes outlined in red, are transferred correct colors from the forward keyframe in our approach.

Optical flow or block matching-based motion vector estimation
techniques fail for affine motion. The areas encompassed by
the boxes outlined in four different colors in the colorized
121th frame are enlarged, which clearly illustrates the error
incurred by the other methods in the form of color bleeding,
which is absent in the colorization result of the proposed
technique. The effective occlusion handling strategy of the
proposed algorithm is illustrated by the colorization result
of the Flower sequence in Fig. 11. Our method accurately
colorizes the areas in the intermediate frames, which were
occluded by the tree in the backward keyframe through color
transfer from the forward keyframe in which these areas get
uncovered and vice versa. On the other hand, the comparison
with the methods of [8], [11], and [13] reveals that the
unidirectional color transfer causes occluded regions to incur
significant errors in colorization in all these methods.

Fig. 12 illustrates the colorization performance of our algo-
rithm for the Waterfall sequence depicting zoom motion com-
pared with the methods of [8], [11], and [13]. Conventional
methods of motion vector estimation such as block matching
or optical flow fail for zoom motion, and thereby color transfer
between frames using motion vectors gives erroneous output.
The proposed approach, however, faithfully colorizes the
zoomed regions since it only relies on the spatiotemporal
discontinuities in the steerable filter outputs produced by zoom
motion. The videos showing the colorization results achieved
by the proposed technique in comparison to the methods
of [8], [11], and [13]1 evince the temporal consistency of
the proposed method since the colorized results produced by
the other techniques reveal the presence of greater temporal

flickering, especially perceptible in the colorization of Flower
and Waterfall sequences.

Fig. 13 illustrates the colorization results for the Skiing
sequence obtained using our algorithm. It can be readily
observed that accurate colors are transferred to the skiing per-
son without employing motion vectors. Figs. 14 and 15 present
the colorization results of two more video sequences that
illustrate the fact that videos having distinctly different visual
content, ranging from natural scenes such as the Cheetah
sequence to artificial ones such as the Cartoon sequence can
be effectively colorized using the proposed approach.

B. Image Colorization

To evaluate the performance of our colorization algo-
rithm, we compare the results obtained using the proposed
method of image colorization with that of the methods
of [8], [11], and [13] with the help of Fig. 16. Fig. 16(b)
demonstrates that due to the usage of fewer scribbles, the
method of [8] results in color fading, while those of [11]
as well as [13] produce color leakage in the flower petal in
the colorization of the Lotus image. Also, for the Balloons
image, the method of [8] produces color fading near the
boundaries and further causes considerable degradation in the
visual quality of the colored image, whereas significant amount
of color bleeding across object boundaries in the case of the
method of [11] and [13] is evident from Fig. 16(d). In both the
cases, the images colorized by our method are, however, free
from leakage and color fading artifacts. This reveals that while
the other methods require a large number of user scribbles
to obtain visually acceptable results, our method can produce
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Fig. 12. Colorization of the Waterfall sequence. (a) Scribbled backward
keyframe. (b) Intermediate grayscale frame. (c) Scribbled forward keyframe.
Colorization results of the corresponding frames. (d)–(f) [8], (g)–(i) [11],
(j)–(l) [13], and (m)–(o) the proposed approach. (p)–(r) Corresponding
ground truth frames. Note that the color quality of the output produced by
our method is closest to that of the original compared to the techniques
of [8], [11], and [13]. To illustrate this, a small region of the 195th frame is
enlarged as shown by the boxes outlined in red.

appreciable colorization performance with relatively few user
scribbles in addition to handling the problem of leakage across
weak edges.

C. Analysis

In order to analyze the effect of the number of orientations
on algorithm performance, we consider the energy of the
dominant orientation response as a measure of the performance
of the steerable filter for a particular number of orientations.
Since the proposed algorithm requires that spatiotemporal
discontinuities are enhanced as strongly as possible to pre-
vent color flow to dissimilar regions, a larger value of the

Fig. 13. Colorization result of the Skiing sequence. (a) Scribbled backward
keyframe. (b)–(e) Color propagation result of intermediate frames. (f) Scrib-
bled forward keyframe.

Fig. 14. Colorization result of the Cheetah sequence. (a) Scribbled
backward keyframe. (b)–(e) Color propagation result of intermediate frames.
(f) Scribbled forward keyframe.

dominant orientation energy implies greater success of the
steerable filter in enhancing the spatiotemporal discontinuities.
Fig. 17(b) shows the plot of the normalized dominant orienta-
tion energies of the steerable pyramid at level 0. For a natural
sequence like Foreman as well as the synthetic Circle image
in Fig. 17(a) having many different orientations, the normal-
ized energy increases sharply as the number of orientations
initially increases. However, from the plot, it is clear that the
energy remains almost constant as the number of orientations
further increases. This justifies our choice of 90 orientations
as increasing the number of orientations beyond 90 is seen
to have little effect on the dominant orientation energies and
hence on colorization performance.

The performance of the algorithm is highly influenced by
the choice of the parameter ζ , which controls the priority as
well as the color update terms in (12)–(14). The colorization
results obtained using four different values of ζ are shown
in Fig. 18, where the obvious difference in colorization
performance elucidates that very large values of ζ result in
color contour artifacts, whereas smoother colorization results
are obtained on reducing the value of ζ . Using a very small
value of ζ , however, lessens the effect of intensity dissimilarity
of a pixel with its neighbors and thereby mixes colors of
the source pixels present in the spatiotemporal augmented
neighborhood with more uniform weights irrespective of their
intensity values, which often leads to erroneous results. Fig. 18
establishes the fact that the chosen value of ζ provides a good
balance between these two effects and thereby gives good
colorization performance.
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Fig. 15. Colorization result of a black and white Cartoon sequence. (a) Scribbled backward keyframe. (b)–(d) Grayscale intermediate frames. (e) Scribbled
forward keyframe. (f) Colorized backward keyframe. (g)–(i) Color propagation results of intermediate frames. (j) Colorized forward keyframe.

Fig. 16. Colorization of Lotus and Balloons images. (a) and (c) Scribbled input images. (b) and (d) Left to right: colorization results of [8], [11], [13], and
the proposed approach.

Fig. 17. Effect of number of orientations. (a) Synthetic image having
many orientations. (b) Plot showing normalized energy versus number of
orientations for Foreman (energy per frame) and the image of (a).

The proposed technique is robust to the number and place-
ment of scribbles. This is established by Fig. 19, where
we observe that there is no significant deterioration of the
colorization result on reducing the number of scribbles as well
as altering their positions. In contrast, other colorization tech-
niques such as [8], [11] and [13] perform quite poorly while
using the reduced set of initial scribbles as shown by Fig. 10.

D. Performance

Although many colorization algorithms use peak signal to
noise ratio (PSNR) as a quantitative measure of colorization
performance, it is worth mentioning that PSNR cannot,
however, be taken as an absolute measure of the reliability
of the colorization process. We believe that colorization

Fig. 18. Colorization result of the Pepper image for different values of ζ .

quality can, in fact, be best judged by visual assessment of
the colorized results. Nevertheless, in the absence of any
other suitable quantitative measures, the usage of PSNR does
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Fig. 19. Effect of varying the number and placement of scribbles. (a) Scribbled keyframe. (b) Same keyframe with reduced scribbles. (c) Intermediate
grayscale frame. (d) Colorization result using the scribbles of (a). (e) Colorization result using reduced scribbles of (b).

TABLE I

CPSNR VALUES OF TEST VIDEO SEQUENCES

TABLE II

CPSNR VALUES OF TEST IMAGES

TABLE III

PER FRAME COLORIZATION TIME OF TEST VIDEOS

provide a relative measure of performance for comparison
of different colorization techniques. Tables I and II compare
the performance of the proposed algorithm with that of the
methods of [8], [11], and [13] for the test videos and images,
respectively, using the color PSNR (CPSNR). CPSNR is evalu-
ated by considering the average of the mean square error of the
R, G, and B color channels for calculating the PSNR in order
to account for the distortion in the color channels with respect
to the ground truth [10]. Tables I and II demonstrate that the
proposed algorithm also performs better in terms of CPSNR
in addition to producing better visual quality of colorized
outputs.

We have implemented our algorithm using MATLAB 2014
on an Intel Core i7-2600 3.40-GHz PC with 8-GB RAM. The
frame resolution of the video sequences used for our exper-
iments and the per-frame colorization time of the methods
of [8], [11], and [13] and the proposed technique is specified
in Table III. This shows that our algorithm is considerably
faster compared with the other three methods and takes less
than a minute to colorize each frame for most videos with
standard frame resolution.

Fig. 20. Segmentation of a video sequence. (a) Original frames along with
scribbled keyframes. (b) Segmentation results of [29]. (c) Segmentation results
obtained by the proposed approach.

V. SEGMENTATION AND RECOLORIZATION

An image or a video sequence can be selectively recolorized
using the framework developed for colorization. In order
to achieve this effect, the image or video keyframes are
remarked with scribbles using only two colors, namely,
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Fig. 21. Recolorization of the Pepper image. (a) Original image. (b) Scribbled image showing the area to be recolorized with red scribbles. (c) Mask for
recolorization. (d) Remarked image. (e) Recolorized image.

Fig. 22. Recolorization of the colorized Cartoon sequence from Fig. 15. (a) Grayscale frames with keyframes scribbled for segmentation. (b) Segmented
frames. (c) Recolorized frames.

the red and blue primaries. For image recolorization, the
object of interest is marked with red scribbles, and the other
parts of the image are marked with blue scribbles. For video
recolorization, the grayscale versions of the keyframes of the
video sequence are scribbled in the same manner. Color is
propagated from the scribbles to all other parts of the image
or video sequence using the colorization framework developed
in Section III. After color is completely propagated, the area of
interest will be red, whereas the remaining part of the image
or video sequence will be blue. Now, by extracting the red
channel and marking the red pixels with value 1 and all other
pixels with value 0, we easily obtain the binary image or video
masks for recolorization.

The mask image or video can be effectively used to segment
out the object of interest from the image or video sequence
under consideration. This essentially boils down to a tech-
nique yielding similar results to image and video matting
techniques such as [29]–[31]. However, in contrary to the
matting techniques that mostly employ color statistics in some
form to estimate the foreground, the proposed approach is
able to achieve a similar performance using just a grayscale
version of the image or video as illustrated by Fig. 20,
which compares our segmentation performance with that of

the method of [29]. As in the other matting techniques, the
matte extracted using our approach is also useful for other
diverse applications such as object tracking over a group of
frames, foreground extraction, background modifications, and
removal of unwanted objects, in addition to recolorization.
To recolorize the area of interest, new colors are marked by
the user on the segmented object of interest in the image as
in Fig. 21(d), and image or video colorization is performed
in the usual manner. At the end, the segmented and recolored
object of interest is inserted back into the original colored
image or video using the binary mask, thus completing our
recolorization process. The recolorization result for an image
and a video sequence are shown in Figs. 21(e) and 22(c),
respectively.1

VI. CONCLUSION

In this paper, we have developed a video colorization
algorithm that is capable of colorizing the entire video vol-
ume together, without requiring the use of motion vectors
between frames. The absence of motion vector computation
as well as the spatiotemporal color propagation in 3D space
makes our algorithm faster compared with the techniques that
employ motion vectors for temporal color transfer. Further, the
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TABLE IV

SEPARABLE BASIS FUNCTIONS OF THE SECOND DERIVATIVE
OF GAUSSIAN G2 AND THE CORRESPONDING

INTERPOLATION FUNCTIONS

TABLE V

THIRTEEN TAP FILTERS FOR THE x − y − t SEPARABLE BASIS SET OF G2

generalized nature of our algorithm makes it possible to col-
orize images using the same framework. As the experimental
results demonstrate, the proposed algorithm can effectively
handle the colorization of videos having different kinds of
motion and is also robust to the presence of occlusion in
a video sequence. Also, the comparison of our colorization
results with those of [8], [11], and [13] reveals that our
method can overcome the color blurring and leakage problems
encountered in those methods, in addition to providing greater
temporal coherence. Further, the comparison reveals that the
proposed technique is also robust to variation in the number
and placement of scribbles as it suffices to indicate the color
of a uniform grayscale region with a single scribble.

As part of our future work, we plan to develop a method
to adaptively choose the orientations of the 3D steerable
pyramid based on the video content. This is expected to
improve the performance of our algorithm as a predefined
number of orientations might not be suitable for all videos,
and using a high value of the number of orientations results
in unnecessary computation for many videos with simpler
visual content. Also, rather than randomly assigning scribbles
to the keyframes according to the user’s discretion, we seek
to algorithmically decide the number of scribbles as well
their placement depending on the visual content of the video.
Besides optimizing colorization performance, this would also
reduce the manual effort of the user in assigning scribbles.

APPENDIX A
SEPARABLE BASIS FUNCTIONS OF STEERABLE FILTERS

The mathematical formulations used in Tables IV–IX are
adapted from [28]. Tables V and VIII are derived from
Tables IV and VII, respectively, using a sample spacing of 0.5.

The 3D basis filters for G2 and H2 can be constructed using
the 1D filters with the help of Tables IV–IX. The basis filters
are subsequently used to steer G2 and H2 to any direction
specified by direction cosines  = (α, β, γ ) according to (3).

TABLE VI

CONSTRUCTION OF THE BASIS FILTERS FOR G2, SHOWING THE 1D FILTER
TO BE EMPLOYED ALONG x , y , AND t DIMENSIONS

TABLE VII

SEPARABLE BASIS FUNCTIONS FOR THE POLYNOMIAL FIT TO

THE HILBERT TRANSFORM OF THE SECOND DERIVATIVE

OF GAUSSIAN H2 AND THE CORRESPONDING

INTERPOLATION FUNCTIONS

TABLE VIII

THIRTEEN TAP FILTERS FOR THE x − y − t SEPARABLE BASIS SET OF H2

TABLE IX

CONSTRUCTION OF THE BASIS FILTERS FOR H2, SHOWING THE 1D FILTER
TO BE EMPLOYED ALONG x , y , AND t DIMENSIONS

APPENDIX B
KEYFRAME SELECTION

Keyframes are selected by adaptively thresholding a dis-
similarity measure derived from the change in orientations
of a steerable filter response over a group of frames. The
dissimilarity measure of the tth frame with respect to its
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Algorithm 1 Keyframe Selection in a Video Shot
Input: Video shot
Output: Keyframe numbers

Initialisation: Kb = 1, K f = T , Sliding window W
1: ib = Kb + 1, i f = K f − 1
2: Compute Bb(k) where k ∈ {Kb, · · · , Kb + (W − 1)}
3: Compute B f (k) where k ∈ {K f , · · · , K f − (W − 1)}
4: τb : computed over Kb to Kb + (W − 1)
5: τ f : computed over K f to K f − (W − 1)
6: while i f > ib do
7: if (Bb(ib) > τb) then
8: Kb = ib

9: print Kb

10: update Bb(k) for k ∈ {Kb, · · · , Kb + (W − 1)}
11: recompute τb

12: end if
13: if (B f (i f ) > τ f ) then
14: K f = i f

15: print K f

16: update B f (k) for k ∈ {K f , · · · , K f + (W − 1)}
17: recompute τ f

18: end if
19: ib = ib + 1
20: i f = i f − 1
21: end while

immediate backward keyframe Kb and immediate forward
keyframe K f is given by

Bb(t) = 1

M N

∑
p

|�Kb(p) − �t (p)|/360

B f (t) = 1

M N

∑
p

|�K f (p) − �t (p)|/360

where �t (p) is the dominant orientation response at pixel p
obtained on steerable filtering of the tth frame using a temporal
slice of the 3D steerable filters. The keyframe selection is then
performed as per Algorithm 1. Here, τb and τ f are the adaptive
thresholds given by

τb = max{Bb(t), . . . , Bb(t + (W − 1))}
c × 1

W

∑W−1
i=0 Bb(t + i)

τ f = max{B f (t), . . . , B f (t − (W − 1))}
c × 1

W

∑W−1
i=0 B f (t − i)

.

For the purpose of keyframe selection, the filter is steered
to 90 different orientations by keeping the value of φ fixed
at 0°. The constant c is set to 10 and the size of the sliding
window W is taken to be 10 frames.
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